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Abstract. Methods of ERP (Enterprise Resource Planning) systems mod-
elling are presented in the paper. The modelling is necessary to adapt an
ERP system to a company in such a way, that it fully supports a management
at the operational level, i.e. it supports the business processes in the best
possible way. The choice of methods (business process and graph grammar-
based) described in the paper is based on the authors’ experiences in several
dozen of implementation projects, realized in large Polish enterprises. The
methods can be used to select the best ERP system for a company, to design
its implementation, and to customize the system accordingly to the require-
ments of a company.
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1. Introduction

In the paper we discuss the problem of integration of a business process archi-
tecture of a company and an ERP (Enterprise Resource Planning) system [1, 2].
The integration means such an adaptation of an ERP system in a company, that
the system fully supports a management at the operational level, i.e. it supports the
business processes in the best possible way. The main requirement for achieving



8 Business Process- and Graph Grammar-Based Approach. . .

the integration is a proper model of an ERP system. Our approach to ERP sys-
tem modelling assumes the use of business processes maps and graph grammars.
The approach is based on our own experiences in several dozen of implementa-
tion projects, realized in large Polish enterprises (eg. LOTOS Group - a national
petroleum concern, PGE Polska Grupa Energetyczna – the largest electricity com-
pany in Poland, ENERGA Group – a large Polish energy supplier with over twelve
thousand employees, Mostostal Warszawa Group – one of the main players on
Polish construction market, acting as a general contractor of investment projects,
The Poznan International Fair – the leader of the Polish trade fair market and
the second largest exhibition organizer in Central Eastern Europe, USP Group – a
dynamically developing company operating in healthcare industry on Central and
Eastern European markets). All these experiences concern whole projects of ERP
system implementation. Such projects consist of several phases: the selection of
the most suitable ERP system, the design how to embed the system in a company,
the configuration and customization of the system, the implementation of neces-
sary program add-ons, data migration, training of users, and finally the start of
productive exploitation of the system (system is being used to support business
activities in a company by its employees). It’s worth to point out that the projects
of ERP system implementation could be as much difficult and time-consuming as
the projects of a construction of a new software system being the main topic of
interest of software engineering [3].

In section 2 we describe a company as a system of business processes (on the
ground of the theory of management). In section 3 we show models of process
description in software engineering discipline. Section 4 contains the choice of
practical methods and tools based on process approach, which could be used to
support each separate phase of an ERP system implementation. Advanced appli-
cations of models based on business processes and graph grammars are shown in
section 5. Concluding remarks are included in the final section.

2. Company as a system of processes

One of the main approaches in the management theory is based on perceiv-
ing a company as an adaptive system. This approach has been initiated by Ludwig
von Bertalanffy, and then developed in cybernetics sciences. The company could
be treated as a system consisting of many collaborating sub-systems (which again
could consist of smaller sub-systems). The system functions to realize certain (su-
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perior, strategic) goals while its sub-systems function to realize intermediate (mi-
nor) goals. It is related to the concept of synergy: elements collaborating witch
each other in a system, could perform better than individually.

At the end of last century, business processes of a company have become the
center of attention in the field of the management theory and the system approach.
A business process is a sequence of activities or tasks inside a company, performed
in its different units, that produces a specific service or product (serve a particu-
lar goal) for a particular customer (inside or outside the company). As a result of
the investigation of the role of business processes, the new models of a company
management at the operational level have appeared, as well as the models of im-
provement or reengineering of the management through processes called BPR –
Business Process Reengineering and BPI – Business Process Improvement [4, 5].
All these models are based on the description of company functioning in the form
of business process maps. Such a map is a graph, where the nodes are process
steps (related to activities, task or decisions), and the edges between nodes show
the sequence of performing the steps. The graph is placed on a table which rows
correspond to particular organization units in a company. If a given process step
is shown in a row labelled by a unit, than it means that the unit is responsible for
realization of the step. An example of a process map is shown in Figure 1.

A company can be viewed as a hierarchical system of business processes.
We can identify several main processes in a company, then their sub-processes,
and then sub-processes of the (higher level) sub-processes, and so on. When a
(sub)process is small enough and cohesive we can model a process map showing
its functioning.

Although the model of viewing a company as a system of processes has been
developed in management sciences (for business improvement purposes), there
are some equivalent models developed independently in software engineering dis-
cipline. The models are described in next section.

3. Software engineering models related to processes

Process models started to appear in software engineering in the seventies of
last century. Well-known tools for requirements modelling are data flow diagrams
(DFD) developed on the ground of the structural methodology [6]. Data flow di-
agrams can be used to reflect process architecture of a company. Although they
serve to show rather data and data transformation, than the sequence of activities,
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Figure 1. An example of a process map

they can be also used to model processes in a company in a hierarchical way (at
different levels of detail). Figure 2 contains an example of a data flow diagram
related to the process map in Figure 1.

In object-oriented approach and the UML [7, 8] there are also ways to show
business processes in a company. Activity diagrams can be used to identify tasks
and objects (eg. documents) in a company. Let us notice that such diagrams can
contain not only activities performed in a software system, but performed by a
human as well. An example of activity diagram is presented in Figure 3. It corre-
sponds to the process in Figure 1.

Recently, one can observe dynamical development of such models of business
processes description that could be directly used to construct software supporting
the processes. Let us mention BPMN (Business Process Modelling Notation), i.e.
graphical notation for a very detailed representation of business processes devel-
oped and promoted by Business Process Management Initiative. This notation is
similar to the one shown in Figure 1, but it contains much more advanced ele-
ments (eg. gateways or artifacts). On the other hand, there are some "technical"
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Figure 2. An example of a data-flow diagram

(not graphical) languages for business process description like BPML (Business
Process Modelling Language), also developed by Business Process Management
Initiative, and BPEL (Business Process Execution Language for Web Services)
developed by IBM, Microsoft, BEA Systems and other organizations. Both lan-
guages could be used for web services specification.

4. Process models in ERP system implementation projects

ERP systems have been designed for the support of a company management
mainly at the operational level. They are derived from MRP systems (Material
Requirements Planning), and then MRP II systems (Manufacturing Resource Plan-
ning), i.e. systems for manufacturing management. The operational level in a com-
pany is based on business processes. Therefore the process model of a company
should be also a base for ERP system implementation [9, 10].

In following subsections we describe methods of the use of a process model
during different phases of an ERP implementation project: during the selection of
a system, during design and configuration of the system, and during the construc-
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Figure 3. An example of an activity diagram

tion of program add-ons. As we’ve noticed in the introduction, these methods are
based on our own experiences related to the project realized in several dozen Polish
companies.

4.1. Selection of ERP system

ERP systems are Commercial-Off-The-Shelf (COTS) software. Making a choice
of an ERP system for our company we should select such system that can support
business processes in the best possible way. Therefore user requirements analysis
(proceeding the selection procedure) should be based on a process model. Each
process, sub-process and process step should be accompanied with functional re-
quirements expected to be fulfilled in a system. The result of the user requirements
analysis is then a list of all functionalities of an ERP system, which are neces-
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Figure 4. Assigning ERP system requirements to process steps

sary to fully support business processes (usually no less than several hundred of
requirements).

In previous section we have shown that there are different methods and models
of business process description: originated from the management theory (process
maps) and from the software engineering discipline (data flow diagrams, activity
diagrams, BPEL, BPML, etc.). Our goal is the identification of requirements for
an ERP system, so we should use a tool which is as simple as possible and easy
to understand for people who are not computer specialists (i.e. employees in a
company responsible for formulating the requirements). As it has been proven in
practice, such a tool is a process map (see: Figure 1). What’s more, a process map
should not contain any excess elements (eg. supported by BPMN), which are not
necessary for the identification of the requirements.

For the user requirements analysis purposes, a process map (in its simplest
form) is supplemented by a row: "Requirements for ERP system". This row is
used to specify detailed requirements related to particular process steps as it has
been shown in Figure 4. Each step in a process map should be analyzed by a person
who is responsible for this step, to identify all requirements that should be fulfilled
by the system (functional and technological, like for example maximum execution
time).

The list of all requirements for an ERP system should be the base of the request
for an offer, that is send to ERP software vendors and IT firms specializing in ERP
implementation services. If it is possible (taking into account confidentiality policy
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Figure 5. An example of a form supporting design of an ERP system

of a company), we recommend to attach a whole process model of the company (in
the form of process maps) to the request. It could help the tenderer to understand
how the company works and what most important business needs are. As the result
it should allow to construct an offer more precisely and better assess the price of
the implementation project.

4.2. Design and configuration of ERP system

The functional requirements for an ERP system are the result of the user re-
quirement analysis (needed to select a proper system). The goal of the design
phase, is to define how these requirements are to be fulfilled with the use of the
purchased ERP system.

The design specifying how to configure an ERP system should be based on the
process model previously developed. System transactions realizing needed soft-
ware support should be defined for each step of each process being in the scope of
the ERP system implementation. On the basis of our experiences, we can notice
that a correct and complete design of a ERP system should specify for each process
at least elements shown in a table (form) below.

The use of the form allows to create such a design of an ERP system that is
oriented on business processes in a company. The well-known weakness of many
implementation projects is "module orientation". It means that the implementation
of an ERP system is treated in this case like a several independent implementa-
tion projects for each of the modules of the system. As the result we can obtain a
system that supports business units in a company (each one separately), but does
not support business processes flowing through many units. As it is practically
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proven (eg. [5], the greatest opportunities for performance improvement lie in the
interfaces between business units. Therefore we should assure that the implemen-
tation of an ERP system is oriented on processes that cut across unit (functional)
boundaries.

4.3. Construction of program add-ons

Even if we choose the best ERP system with respect to the user requirements,
it could be necessary to construct some program add-ons that customize system
according to the user needs and enrich it functional possibilities.

In such a case, a process model should be the base for defining the construc-
tion design of a suitable program add-on. This design can be prepared in object-
oriented methodology (e.g. with the use of activity diagrams, see: Figure 3) or in
structural methodology (with the use of data flow diagrams, see: Figure 2). The
problem of software engineering models related to processes is discussed in sec-
tion 3. Let us only stress that the construction design should necessarily reflect the
specificity of a business process that is to be supported.

5. Graph grammar-based approach

Several applications of a process model in ERP implementation projects have
been shown in previous sections. They are relatively typical and should be a stan-
dard element in all ERP projects. Nevertheless, it worth to point out that there are
also advanced applications of a process model. Let us present the results of our
research concerning such applications.

Firstly, let us notice that both process models and software models are subject
to modifications. As it has been already mentioned, the improvement of the man-
agement at the operational level is based mainly on the improvement of business
processes. Therefore, the processes (and their model) should "live" and be chang-
ing permanently in order to enhance their efficiency. On the other hand, the ERP
system supporting the processes should also be changing accordingly to the alter-
ations in processes. Hence, we need a tool for the control and support the changes
both in "the problem domain" (process maps), and in "the solution domain" (soft-
ware models related to the processes, eg. UML diagrams).

Our research has started from an observation that a business process map is a
graph structure from a formal point of view. Therefore, to analyze business pro-
cesses we should construct efficient algorithms allowing us to analyze a graph
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structure corresponding to a structure of the process. Recently, an efficient for-
mal model for an analysis of graph structures has been constructed and verified in
many different practical applications [11, 12, 13, 14]. This model is based on graph
grammars. Additionally, we assume the use of string grammars of a big descrip-
tive power to control the changes [15, 16, 17]. In order to apply our approach, we
have to define a structure of a business process as a graph belonging to an ETPL(k)
graph language. Such a graph is called an IE-graph and it is defined as below [11].

Definition 1 An indexed edge-unambiguous graph, IE-graph over Σ and Γ is a
quintuple

H = (V, E,Σ,Γ, φ), where

V is a finite, non-empty set of nodes that indices have been ascribed to in an
unambiguous way on the basis of an object represented with a graph,

Σ is a finite non-empty set of node labels,

Γ is a finite non-empty set of edge labels,

E is a set of edges of the form (v, γ,w), where v,w ∈ V, γ ∈ Γ, such that index
of v is less than index of w,

φ : V −→ Σ is a node-labelling function.

As a tool for analysis a graph structure we use ETPL(k) graph grammars. Now,
let us define such a graph grammar [11].

Definition 2 An ETPL(k) graph grammar G is a grammar of the Rozenberg edNLC
class defined in the following way.

G = (Σ,∆,Γ, P,Z), where

Σ is a finite nonempty set of node labels,

∆ ⊆ Σ is a set of terminal node labels,

Γ is a finite nonempty set of edge labels,

P is a finite set of productions of the form (l,R,C), where
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l ∈ Σ,

R is the right-hand side IE-graph over Σ and Γ of at most two levels
[11],

C : Γ × {in, out} −→ 2Σ×Σ×Γ×{in,out} is the embedding transformation
having a property of preserving a potential previous context [11],

Z is the starting IE-graph over Σ and Γ, called the axiom,

and the derivation of the grammar fulfils two following conditions:

• it is closed in relation to the regular left-hand side derivation [11] and

• it is k-left nodes unambiguous [11].

For the ETPL(k) graph grammar we can define the efficient ETPL(k) syntax
analyzer [11] and efficient ETPL(k) inference algorithm [13]. In this way it is pos-
sible to analyze the graph structure corresponding to a structure of a business pro-
cess. Moreover, if we have a base of reference business processes, we can construct
a self-learning system (with the use of the grammatical inference algorithm) that
is able to analyze thousands of business process maps in order to find the common
pattern of the business process improvements.

In our approach changes in business processes are reflected by the applica-
tions of the graph grammar productions. Production labels can be treated as strings
in a given string language. We construct a GDPLL(k) string grammar generat-
ing the language and we use it as a tool for the analysis and control of changes
in the business processes (since GDPLL(k) grammars are of a very big genera-
tive/discriminative power and there is an efficient syntax analyzers for the gram-
mars). Let us define the grammars [15, 16].

Definition 3 A generalized dynamically programmed LL(k) grammar, GDPLL(k)
grammar, is a six-tuple:

G = (V,Σ,O, P, S ,M), where

V is a finite, nonempty alphabet;

Σ ⊂ V is a finite, nonempty set of terminal symbols (with N we denote a set
of nonterminal symbols N = V \ Σ);
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O is a set of basic operations on the values stored in the memory (assign-
ment, addition, subtraction, multiplication);

S ∈ N is the starting symbol;

M is the memory;

P is a finite set of productions of the form:

pi = (µi, Li,Ri, Ai), in which:

µi : M −→ {TRUE, FALS E} is the predicate of applicability of the
production pi defined with the use of operations (∈ O) performed over
M;

Li ∈ N and Ri ∈ V∗ are left- and right-hand sides of pi respectively; a
pair (Li,Ri) will be called a core of pi;

Ai is the sequence of operations (∈ O) over M, which should be per-
formed if the production is to be applied,

and the derivation of the grammar fulfils two following conditions:

• the LL(k) condition of deterministic derivation is fulfilled, and:

• the number of steps during derivation of any terminal symbol is limited by a
constant.

Formal specifications of the two conditions are included in [15].

The results we have already achieved are very promising. The graph and string
grammars model has good computational properties as well as is of a strong de-
scriptive power. It can be used not only for the improvement of the management
at the operational level [14], but for the support of the management at the strategic
level as well [18]. Our research is now aimed at developing methods of automatic
(or semi-automatic) reconfiguration of an ERP system on the base of the changes
made in business processes. In order to achieve this goal we are going to define a
translation scheme: productions applied to change processes should be converted
to the sequence of configuration actions in an ERP system (of course it strictly
depends on a particular systems and its programming language).
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6. Conclusions

In today’s business world, ERP systems play a critical role. ERP systems cre-
ate plenty of opportunities for growth and increased productivity of a company.
However, the success of using an ERP in a company depends on many vital con-
ditions. One of the most important conditions is the use of the business process
approach in all phases of an ERP system implementation project. In the paper
we’ve described some methods of the application of the business process approach
in the context of ERP system modelling. They can be used to select the best ERP
system for a company, to design its implementation, and to customize the system
accordingly to the requirements of a company. The selection of methods is based
on the authors’ experiences in implementation projects realized in large Polish
enterprises. The business process approach develops dynamically both in manage-
ment theory and computer science. New methods and advanced tools of business
process optimization and software support have appeared recently. An automation
of IT management systems modelling seems to be the main objective of a research
in this area [19, 20]. One of the biggest challenges in this field is to provide a
mechanism of automatic generation of an ERP system configuration on the base
of a business process model. Graph grammars and syntax directed translation are
powerful formal tools for achieving this goal. The results of the research into this
area will be the subject of further publications.
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