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Abstract. Monitoring of dynamic multi-agent systems, where agents are al-
lowed to appear and disappear, and can migrate between network nodes is a
complex tasks. Applying the traditional monitoring methods is not effective,
as little can be assumed in advance about such environments. It is neces-
sary to track changes in addressing and availability of agents to create and
maintain mapping between agents and their network addresses. The paper
presents a novel method of monitoring, which creates and maintains the ad-
dress mapping by scanning the network address pool, aided by reports from
agent monitors. The method deals with the dynamic environment offering
more up-to-date information and less scanning than by using plain network
address pool scanning.
Keywords: service registration, mulit-agent systems, monitoring.

1. Introduction

When working with multi-agent systems it is often desirable to manage the
agent set. One of the management tasks is agents monitoring [1]-[3] which may be



40 Multi-Agent Systems Registration and Maintenance of Address. . .

useful to e.g. ensure a sufficient agent number or keep track of the agent services
available [2],[4],[5].

The solution described in this paper has been invented for and implemented
in a commercial data center for management of environmental sensors. The envi-
ronment monitoring system is planned to utilize up to 100 agents. Each agent is
responsible for sensors in its rack. A typical number of sensors, into industrial rack
is around 6-10. The sensors are of different types (temperature, humidity, air flow,
power consumption, switches, etc.). The agent task is to:

• detect its sensor number and types of sensors connected to it,

• sample and store reading from its sensors short-term,

• respond to monitoring center queries with the readings.

Due to the scale of the system, agents should be automatically detected and reg-
istered or de-registered on-the-fly by the monitoring system during typical opera-
tions, i.e. when agent is being:

• connected to the running system (installation),

• disconnected from the running system (deinstallation or maintenance tasks)

• restarted or provided with a new IP address while system is running.

For communication, agents can only use HTTP server software. This means that
the agents are not capable of initiating connections. Specifically, agents are not ca-
pable of self-registration, and therefore their presence and their currently assigned
IP address must be detected by a remote party. The number of agents makes it
impractical to change software on every device, therefore the necessary tasks must
be performed by entities external to the agents.

When agents are distributed over TCP/IP network, their IP addressing is usu-
ally entirely dependent on the network infrastructure services, consisting of DHCP
[6] servers and routing equipment. Pairing DHCP with dynamic DNS [7] is a so-
lution used for client devices, but it neglects software agent identity - and thus
addressing information is separated from the multi-agent system. Therefore it is
very difficult to supervise changes in agent population, i.e. the number of agents
or other population’s features. Assuming that agents may be on or off at any time,
and that they may relinquish their current network addresses and acquire new ad-
dresses, the problems arise when trying to
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Figure 1. The problem of incomplete mapping

• detect new agents,

• detect agents which are gone,

• identify agents by network address.

The core of the problem is to complete a possibly current mapping (Fig.1) between
agents represented by agent identifiers, and agents’ network addresses.

The existing methods of central monitoring stems from two different fields of
application. The first has its roots in in computer network monitoring [8]-[12]: it
is assumed that all monitored entities are defined in advance, and that detecting
unavailability of any of these predefined entities entail to raise alarm. Such sce-
nario does not apply to dynamic multi-agent systems, where agents are allowed
to appear and disappear, and can migrate between network nodes. In multi-agent
systems usually not a particular agent is important, but the (non)existence of a
reasonable-sized set of agents possessing the desired properties.

The other approach to monitoring is inherent in multi-agent programming en-
vironments or in multi-agent operating environments, when it is assumed that a
well-known number of agents is created, and monitored [1],[3]. Communication
with those agents is then considered reliable, and their total population is con-
sidered known. While necessary for some research, this approach is not general
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enough to cater for loosely controlled environments, where the total agent popu-
lation is not known and often fluctuating, due to various factors, including but not
limited to unreliable network connections.

To keep the mapping between IP addresses and agent or service identifiers,
repositories are created in distributed environments [13],[15]. In the distributed
services scenario [14],[15] the service providers self-register at a central reposi-
tory, thus maintaining a central service directory, containing at least the network
address and its associated agent or service identifier. E.g. in Web Services the
provider publishes the WSDL to UDDI [16].

When using such service repository, discrepancies between the state of the
agents and the state of the repository agents are limited. For every service re-
quested, only the following cases are possible:

• A service is not registered, and it is off. In other words, the service does not
exist yet.

• A service is not registered, and it is on. It is the duty of the service to com-
plete the registration.

• A service is registered, and it is off. In other words, a service went off after
registration or is unreachable, but the repository entry did not timeout yet,
so the repository contains stale data.

• A service is registered, and it is on. This is the most straightforward case,
when the repository reflects service’s current state.

The case of stale data, mentioned above, remains sometimes unresolved [17]. This
is unacceptable in a monitoring system.

The above approach offers very clear outcomes and is easy to implement, as-
suming that the agents are capable of registering to the central repository. This may
not always be the case, though. The current information on the central repository
location may not be available to agents, especially in setups involving multiple
redundant repositories for fail-over. Also, agents may not be capable of initiating
connections to the repository, e.g. due to lack of client-side software.

Still, a central mapping repository remains indispensible to allow to contact
agents over network by other entities using agent identifiers. But the maintenance
of such repository becomes more complex when agents do not play active role in
maintaining it. Their passive behavior forces to use some form of autodetection of
agents.
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The contribution of this paper is to propose a solution involving dynamic cen-
tral repository for an environment where agents are not capable of self-registering
and must therefore be externally examined to maintain the mapping between agent
network address and agent identifier. The solution encompasses protocol for re-
solving agent identifiers to names and for repository maintenance.

2. Solution

The environmental monitoring system finally implemented in the datacenter
consists of:

• agents capable of detecting connected environmental sensors and sampling
the measurements from sensors,

• monitoring console with plugin instances (monitors) , which connect to
agents periodically, using agentID,

• a mapping provider, described further in this paper.

The features of the enviromental monitoring system shaped the following assump-
tions on the solution:

• each agent stores locally its unique ID, which is constant,

• agents do not initiate connections,

• agent software can not be modified,

• IP addressess are assigned dynamically to agents by separate infrastructure,

• monitoring console uses agent IDs to identify the agents to humans, and to
contact the agents by means of its monitors over TCP/IP and HTTP.

In the solutions presented below it is assumed that the same agent’s availability and
addressing is perceived by monitors and by mapping provider. Monitors are multi-
ple and possibly distributed. Network infrastructure ensures that the real mapping
between network addresses and agent identifiers is one-to-one, which is anyway
a requirement for proper network communication. It is further assumed that agent
identifiers are unique.

The basic solution components are depicted in Fig.2 and are as follows:
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• Agents which, when available and contacted, include their own identifier in
response.

• Monitors, which are multiple, external, distributed entities making contact
to the managed agents. Monitors only know the pertaining agent identifiers.
Monitors may be any external entity, including, but not limited to other
agents. Monitors send queries to resolver. These queries contain agent iden-
tifier.

• Resolver, which is responsible for answering monitors’ queries with the cur-
rently known agent network address, matching the agent identifier. Resolver
takes this information from the mapping repository. While maintainer is
busy updating the repository, resolver continues to answer monitor queries.

• Repository, which stores the relation between network addresses and agent
identifiers. Repository is read by the resolver on behalf of the monitors.
Repository is kept by maintainer.

• Maintainer, which initiates the repository by scanning its associated net-
work address pool and by registering in repository the responding agents by
their identifiers. Maintainer then periodically re-scans its whole associated
network address pool, or a consecutive part of the pool.

The basic solution has some inherent drawbacks, which are hard to overcome,
assuming dynamic changes in agent population and changes in addresses of agents
at any time:

• Lack of scalability: scanning of the address pool may incur heavy load
on Mapping Provider and induces additional load on agents. It may also
generate significant amount of network traffic, assuming that scanning needs
to be performed often to cater for dynamic changes in agent addressing.

• Arbitrary time of storing outdated information: the point in time when
repository information gets synchronized with current agents state, by scan-
ning the address pool, leaves periods of time when repository information
pertaining to some agents is outdated. The length of these periods of time
is completely unrelated to the rate of changes in agent addressing and unre-
lated to the diversified communication needs of the monitors.
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Figure 2. Internal structure diagram of the basic solution

• Unmeasurable information divergency: The divergency between reposi-
tory information and agent state in time periods between address pool scans
remains unknown.

Without agent self-registration, the number and complexity of possible divergency
cases grows, as presented in Fig.3, but these discrepancies are impossible to dis-
criminate in the basic solution.

When agents do not self-register, from the point of view of keeping the repos-
itory intact with the real set of available agents and with current agent addressing,
the following cases need to be distinguished based on Fig.3:

• Need to invalidate (mark stale) a single stale entry in the repository (found
by agent network address).

• Need to refresh network address in a single entry in the repository, by agent
ID.

• Need to create a new entry by agent ID.

• Need to delete an entry by agent ID.
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Figure 3. Possible cases for agents not capable of self-registration

Thus for each agent identifier three repository entry states are possible:

• agent entry non-existing,

• agent entry exiting, but marked stale,

• agent entry existing (and not marked as stale).

Entry state change diagram is presented in Fig.4.
It it worth to note that there are three possible sources of information for de-

tecting an agent’s availability and network address:

• re-scanning the address pool assigned to the Mapping Provider; re-scanning
of the pool may be in part or as a whole,

• requests from Monitors, carrying agent identifiers,

• results of Monitors’ connections to agents, which may be fed into the Map-
ping Provider.

Using all the above sources of information resembles working of cache mem-
ory [18]. In cache memories, the consumers of information determine which pieces
of data are stored in cache entries. Even if cache is warmed initially, maintaining
data in entries is the result of multiple memory accesses by consumers. The data
is stored in the cache due to their activity. Similarly, the activity of monitors can
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Figure 4. State change diagram for agent identifier entry in repository

be exploited to at least confirm that repository mapping between agent’s identifier
and agent’s address remains correct. Monitors’ activity can also be used to report
incorrect mappings. As it is typical in monitoring environments that most of the
agents are responding, so multiple monitors can do most of the mapping checks
and thus relive the load from maintainer. Only discovery of new or changed map-
ping needs to be done by maintainer then.

By encompassing the above mentioned additional information sources and by
using timestamped repository entries as in Listing 1, a complete solution (Fig.5)
introduces the following, additional functionality and components:

• Agents, acting a previously described.

• Monitors, which act as previously described. Additionally, when requesting
resolving agent identifier to its corresponding network address, monitors get
in response also the timestamp of the corresponding repository entry. In case
the mapping proves incorrect when monitor tries to contact the agent, the in-
correct mapping is reported back to the mapping provider, with indication of
the issue, and with the unmodified timestamp value. There are two possible
issues to be reported by Monitor: no answer from the resolved address, or
an answer with an unexpected agent identifier.
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Figure 5. Internal structure diagram of the complete solution

• Resolver, which acts as previously, but it additionally sends to the requester
the repository entry timestap along with the addressing information. Then
the resolver updates this entry’s timestamp.

• Repository,which acts as previously. Repository entry is presented on List-
ing 1.

• Maintainer, which scans the entire network address pool initially, and only
parts of it later. Later scans of the pool can be performed less frequently than
in the basic solution. It is achieved by reacting to monitor reports to update
single repository entries, or by triggering re-scans on parts of its associated
network address pool. Parts of network address pool to scan may be limited
by considering only entries with old timestamps.

The monitor reports received when maintainer is busy get queued and are
served on a FIFO basis. If an agent’s entry got updated in the meantime by other
activities, the pertaining report is silently ignored.
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Listing 1. Repository entry structure
s t r u c t e n t r y _ s {

char agen t ID [N ] ;
unsigned i n t a g e n t I P ;
boo l s t a l e ;
t i m e _ t t imes t amp ;

} ;

After initial creation, every repository entry has the stale flag reset, i.e. set to
false. Assuming an entry with identifier ID1 and address IP1, when the response
from the entry network address IP1 bears an agent identifier ID2 that does not
match the ID1 stored in the corresponding entry, then

• the stale flag for entry ID1 is set true,

• the entry for ID2 is updated, or created, if not yet existing, with address IP1.

Response from agent can be obtained by the monitor, in the course of rou-
tine monitoring, and then reported to mapping provider through ReportReceiver.
Response from agent can also be obtained by the maintainer itself, during ad-
dress pool scanning, causing the same, above described behavior (Fig.6). When a
monitor requests resolving an ID, and the repository entry for that ID is stale, the
monitor gets a failure message from resolver, and the maintainer starts to scan the
address space to refresh the mappings.

When the entry is read by the resolver on behalf of monitor, the timestamp is
sent to monitor along the network address associated with this entry. Then times-
tamp of the entry in repository is updated. The timestamps in repository are also
updated after scanning of associated addresses by maintainer. In case monitor re-
ports mapping problem, the report contains the original value of the timestamp got
during address resolution. All entries not newer than this timestamp are considered
for scanning by maintainer. It may happen that the entries with newer timestamps
are also incorrect, because timestamps get updated after entry read access. They
will be corrected when reports pertaining to their agent identifiers arrive, again by
only scanning the entries which are not newer.

Complete network address pool associated with maintainer needs to be scanned
only initially, if at all. When no mapping exists for a given agent identifier, the
monitor receives a resolution failure response, but the maintainer starts a scan to
create the mapping, if possible. The scan does not need to be a full scan; the net-
work addresses not used yet in repository entries are to be scanned first; the stale
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Figure 6. Mapping provider sequence diagram

entries in the repository constitute a next possible address set to scan; then the rest
of the repository may be re-scanned, but entries with older timestamps are again
more likely to offer a solution. Therefore complete network address pool scans are
rarely performed in the complete solution.

3. Verification

To conduct verification in a predictable environment, the following has been set
up: Twelve agents were assigned addresses from a pool of 13 IP addresses. These
agent were only capable of serving content over HTTP, so they were incapable
o self-registraion in any central repository. The HTML content contained agent’s
identifier as a string.

Maintainer’s network address pool encompassed exactly the same 13 addresses
as the pool assigned to agents. The mapping provider and monitor code was written
in C an C++.
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Table 1. Test cases
Case No. of IP

addresses
No. agents
with static
IP addresses

No. agents with
dynamic IP
addresses

No. of IP
addresses
in dynamic pool

1 13 12 0 1
2 13 11 1 7
3 13 6 6 2
4 13 0 6 12
5 13 0 12 13

A set of 12 monitors was monitoring the 12 agents; each monitor was using one
of the agent identifiers. Monitoring was performed independently by the monitors,
in 1 minute periods; i.e. in average 12 monitors were active in each minute.

The 13 IP addresses were assigned to agents in the following schema: agent
were divided into two groups. One agent group was assigned a set of static IP
addresses. The rest of agents were assigned dynamic IP addresses over DHCP,
with lease time 180 seconds (3 minutes), from the pool of remaining IP addresses.
The IP addresses from the DHCP pool were assigned alternately, i.e. agent got a
new, different IP each time it requested an IP lease. Details of the test cases are
presented in Table 1.

During verification, number of IP addresses scanned by maintainer have been
counted. The results were as presented in Table 2. Verification results confirm that
using information from monitor reports relieves mapping provider from perform-
ing scans: even when a significant number of agents (see case 3) change addresses,
these changes will be detected and reported by monitors without need to rescan
the address pool - as long as the changes are confined to the initially used set of
IP addresses. Even if all agents change their addresses continuously (see case 5),
little scanning is enough for the same reason as described above.

Only changes which result in addresses out of the previously assigned pool
require heavier scanning (see case 4). But is must be remembered, that when ne-
glecting reports from monitors, to get a 2 minute update time, 6 scans of the whole
address space would be needed, making 6 * 13 = 78 addresses scanned in 12 min-
utes. So the complete solution method in case 4 is still significantly more efficient.
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Table 2. Verification results
Case No. of IP addresses

scanned
Test time [min] IP addresses

scanned per minute
1 12 12 1.00
2 15 12 1.25
3 15 12 1.25
4 30 12 2.50
5 15 12 1.25

4. Conclusions

This paper presents a working solution to the problem of monitoring of dy-
namic multi-agent systems, where agents do not self-register, and are allowed to
appear and disappear, and can migrate between network nodes. Thus the total agent
population is not well-defined and often fluctuating, due to various factors, includ-
ing but not limited to unreliable network connections. Such an environment creates
a much greater challenge than monitoring entities with static network addressing,
or monitoring entities capable of self-registration.

The term monitoring by itself may not be fully appropriate when dealing witch
such complex problem. The issue, when researched, seems to more fit the descrip-
tion of patrolling an area, where agents are at play.

An interesting feature of the proposed solution is that agents are unaware they
are under supervision. No special activity is required from agents, and only their
standard interfaces are used. Thus the solution can be easily introduced in big and
distributed agent networks - as no changes on the agent side are required.

The solution avoids frequent scans of the assigned address space by also utiliz-
ing information from monitor connection attempts. Thus the solution puts less load
on the network and on the mapping provider than simple scanning, while generally
keeping more up-to-date with changes in the environment.

The meaning of keeping the mapping repository up-to-date with changes in
agent population or agent addressing becomes fuzzy - the agents which are con-
tacted more often by monitors have their repository entries checked more fre-
quently, while agents that no one connects to are only contacted periodically by
maintainer, when other changes force network address pool scans. This means that
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practically the effectiveness is better than when using only network address pool
scans.

Multiple sets of resolvers, repositories and maintainers would be useful for
high-availability patrolling solution, but the related details have to be worked out
yet.
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